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Abstract—In this paper, a calibration of multiple-input
multiple-output (MIMO) channel sounders with internal
crosstalk is considered. The objective is to minimize the number
of back-to-back (B2B) connections required to estimate the
transmitter (Tx) and receiver (Rx) response matrices that convey
the information about linear distortion and internal crosstalk. A
signal and system model is developed for the B2B measurements,
where only some pairs of the Tx and Rx ports of the sounder
are utilized among all pairs of the ports. Using the measurement
model, a least-square estimation problem is then formulated
and converted in the frequency domain to weighted rank-one
approximation problems. The notion of system identifiability of
a MIMO channel sounder is introduced and some optimal sets
of B2B connections are proposed. Given a proposed optimal set
of B2B connections, the alternate convex search (ACS) algorithm
with a proper initialization is also proposed to solve the weighted
rank-one approximation problems. Finally, it is shown how to
calibrate field measurement data by using the estimated response
matrices. Numerical results show that, only after a couple of
iterations, the ACS algorithm with the proposed initialization
achieves a comparable identification and calibration performance
to the conventional method that requires the B2B connections of
all port pairs.

Index Terms—Identifiability, internal crosstalk, MIMO chan-
nel sounder calibration, system identification.

I. INTRODUCTION

IN MODERN wireless communications, the use of multiple
antennas at the transmitter (Tx) and receiver (Rx) has

become a common practice to increase the capacity of a radio
link [1], [2]. Standardized channel models that describe such
multi-antenna communication links have been thus established
[3], [4] to compare different transceiver designs under same
conditions. To develop realistic channel models, field measure-
ments are usually conducted in targeted propagation channel
environments by using multiple-input multiple-output (MIMO)
channel sounders. Then, the channel parameters such as path
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loss, propagation delay, Doppler frequency shift, the direction
of arrival (DOA), and the direction of departure (DOD) are
extracted from the measurement data [5], [6].

A fully-parallel MIMO channel sounder is used to sound
fast time-varying channels [7], [8]. The Tx has multiple
radio-frequency (RF) chains and preceding digital-to-analog
converters (DACs) that synchronously perform interpolation of
multiple digital baseband, intermediate-frequency (IF), or RF
sounding signals. For the multiplexing of the sounding signals,
it can employ frequency-division multiplexing (FDM), time-
division multiplexing (TDM), or code-division multiplexing
(CDM). It is noteworthy that CDM cannot have a less duration
for the channel sounding than TDM and FDM at no cost of
sounding accuracy [9], [10]. Hence, FDM and TDM are widely
adopted due to their simplicity in separating the multiplexed
signals. The Rx also has multiple RF chains followed by
analog-to-digital converters (ADCs) and makes simultaneous
reception of the channel response to the sounding signals. A
semi-switched MIMO channel sounder is used to reduce the
hardware cost of the Tx by using a single RF chain connected
to multiple powered antennas through an RF switch [11], [12].
A fully-switched MIMO channel sounder can further reduce
the hardware cost by using a single Rx RF chain but used to
sound slowly time-varying channels [13]–[17].

All these MIMO channel sounders have multiple antennas
and RF paths, which may cause impairments to be compen-
sated for. To compensate for antenna coupling, the coupling
scattering coefficients of the antenna arrays are typically
measured in an anechoic chamber [18]. To compensate for
internal impairments such as the frequency-selectivity of the
RF paths, the Tx and Rx are typically back-to-back (B2B)
connected after removing the antennas, and then the response
of the B2B-connected sounder is measured to perform system
identification [9], [10], [19]–[22]. Using the system responses
and coupling coefficients, the data obtained from the field mea-
surement campaigns are adjusted and the channel parameters
are estimated. Internal crosstalk is an impairment that is caused
by the leakage of the signals that pass through different RF
paths [23], [24]. It becomes severer, e.g., in a milimeter-wave
massive MIMO system, as the operating frequency increases
and the paths are packed more densely.

The compensation of such impairments is also needed for
MIMO communication systems. Especially in time-division
duplexing, it is crucial to restore channel reciprocity [25].
Hence, much research has been conducted. However, either
the internal crosstalk is not taken into account [26]–[29] or Tx
calibration is mainly considered because the system response
of the Rx can be absorbed in the overall channel response
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during the demodulation [24], [30]–[37].
For MIMO channel sounders, on the contrary, Rx cali-

bration is also important to extract the channel parameters
accurately. This is because the propagation channel response
goes between the Tx and Rx responses with the internal
crosstalk, and commutativity does not hold in this cascade of
the responses as it does not hold in general for the multipli-
cation of three matrices. Unlike most of the papers about the
calibration of channel sounders without internal crosstalk [9],
[10], [19], our recent work has proposed a joint Tx and Rx
calibration method for a MIMO channel sounder with internal
crosstalk [17]. However, the method requires B2B connections
for all NTNR pairs of the Tx and Rx ports, where NT and NR

are the number of Tx and Rx ports, respectively. Hence, it has
the number of B2B connections growing very fast as NT and
NR increase. Moreover, it leaves the problems unanswered
on what is the minimum number of B2B connections that is
necessary for the separate system identification of the Tx and
Rx, and on what is an optimal set of test channels associated
with the minimum number.

Over-the-air (OTA) measurements are not considered in
[17]. Unlike B2B measurements, OTA measurements require
no extra hardware or labor. Moreover, OTA measurements may
be the only way for some MIMO communication systems,
where it is difficult to remove antennas from the transceivers
[26]–[29]. However, no method with OTA measurements is
proposed yet for the compensation of the internal crosstalk
at both the Tx and Rx, because identifying the OTA test
channel becomes a problem as hard as the original problem of
identifying the MIMO channel sounder. Fortunately, channel
sounders are usually designed to allow the separation of the
antennas from the RF chains for the test of various antennas,
which is also assumed in this paper.

In this paper, we investigate the problem on the minimum
number of B2B connections, which may provide a great benefit
to the calibration of massive MIMO channel sounders. The
Tx and Rx of the channel sounder are modeled by MIMO
linear time-invariant systems with non-diagonal impulse re-
sponse matrices. Nonlinear crosstalk [34] and distortion are
not considered because the signals fed to the power amplifiers
(PAs) and low-noise amplifiers (LNAs) of a channel sounder
are usually of low peak-to-average power ratio (PAPR) and
carefully conditioned in order to make the amplifiers operate
in the linear region.

Specifically when TDM is employed for the multiplexing
of the sounding signals during the B2B measurements, we
formulate a least-square (LS) system identification problem to
find the estimates of the Tx and Rx response matrices. It is
shown that the problem can be converted to weighted rank-
one approximation problems to be solved in each frequency
bin of interest. We introduce the notion of identifiability
of the channel sounder, derive certain conditions on a set
of B2B connections to make the sounder identifiable, and
provide some optimal sets. It turns out that the minimum
number of connections is NT + NR − 1, which is the same
number of connections required by the method in [19] that
can calibrate only a MIMO channel sounder without internal
crosstalk. We propose to solve the formulated LS problem

by using the alternate convex search (ACS) algorithm, as
ordinary weighted rank-one approximation problems are often
solved by ACS algorithms. However, the rate of convergence
to reliable estimates of the response matrices strongly depend
on initial estimates. Hence, we also propose an accompanying
initialization scheme that leads to a fast convergence of the
ACS algorithm for the optimal sets. Finally, it is shown how
to calibrate field measurement data by using the estimated
response matrices. Numerical results show that only a couple
of iterations are enough to obtain the estimates as reliable as
those in [17], where NTNR B2B connections are required to
compensate for the internal crosstalk.

The rest of this paper is organized as follows. In Section II,
signal and system model that incorporates the effect of the
internal crosstalk is described for the fully-parallel MIMO
channel sounder. In Section III, a B2B connection to obtain
measurement data is introduced and an LS system identifica-
tion problem is formulated. In Section IV, the identifiability
of the MIMO channel sounder is investigated, the minimum
number of B2B connections is derived, and the formulated
LS system identification problem is solved. In Section V, it
is discussed how to calibrate the field measurement data to
estimate the channel. Complexity issues are also discussed.
Then, simulation results are provided. Finally, concluding
remarks are offered in Section VI.

Throughout this paper, ∗ denotes the convolution, mod(·, n)
denotes the modulo-n operation, and |·| denotes the cardinality
of a set. The matrices ONR×NT

and 1NR×NT
denote the

NR-by-NT all-zero matrix and the NR-by-NT all-one matrix,
respectively, and V (·) denotes the vectorization operation that
stacks the columns of the argument matrix to generate a vector.
The superscripts (·)∗, (·)T , and (·)H denote the conjugate, the
transpose, and the conjugate transpose, respectively, and [·]i,j ,
tr(·), and ‖ · ‖F denote the (i, j)th entry, the trace, and the
Frobenius norm of a matrix, respectively. The operators � and
⊗ denote the Hadamard product and the Kronecker product,
respectively. To describe the computational complexity, we
will use the big-O notation O(g(N)) defined as f(N) =
O(g(N)) if and only if there exist a positive constant M and
a real number N0 such that |f(N)| ≤M |g(N)|,∀N > N0.

II. SIGNAL AND SYSTEM MODEL

In this section, we describe signal and system model. The
model well takes into account not only the linear time-invariant
distortion within an RF path but also the internal crosstalk
between RF paths in the Tx and Rx.

Fig. 1-(a) shows the block diagram of the parallel channel
sounder in complex baseband. The sounder is composed of NT

RF chains and NT antennas in the Tx, and NR antennas and
NR RF chains in the Rx, which enables simultaneous trans-
mission and reception of sounding signals through multiple
RF ports.

The vector-valued sounding signal s(t) given by

s(t) ,
[
s1(t), s2(t), · · · , sNT

(t)
]T

(1)

consists of NT scalar-valued sounding signals, each of which
is applied to each Tx RF port. The ith sounding signal si(t),
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Fig. 1. (a) Signal and system model of a fully-parallel MIMO channel
sounder, and (b) typical timing structure of TDM-based transmission at Tx.

for i = 1, 2, · · · , NT , mainly passes through the ith Tx RF
chain and the ith powered Tx antenna, but there is some
linear time-invariant distortion and leakage to other RF paths.
The NT -by-NT matrix-valued function HT (t) called the Tx
response matrix models the above impairments, where the
(j, l)th entry is the impulse response from the input of the
lth RF chain to the output of the jth PA at the Tx, for
j, l = 1, 2, · · · , NT . To separately handle the coupling due to
the imperfect Tx antennas, the NT -by-NT antenna coupling
matrix CT is introduced.

The transmitted signal passes through the MIMO channel
with an NR-by-NT impulse response H(t). Similar to CT and
HT (t), the NR-by-NR matrices CR and HR(t) are defined as
the Rx antenna coupling matrix and the Rx response matrix,
respectively. Specifically, the (i, k)th entry of HR(t) is the
impulse response from the input of the kth LNA at the Rx to
the output of the ith Rx chain, for i, k = 1, 2, · · · , NR.

Thus, the vector-valued received signal denoted by

y(t) ,
[
y1(t), y2(t), · · · , yNR

(t)
]T

(2a)

can be written as

y(t) = HR(t) ∗
{
CRH(t)CT

}
∗HT (t) ∗ s(t) + n(t), (2b)

where n(t) is an NR-by-1 additive Gaussian noise.
The objective of the channel sounding is to extract the

parameters of a propagation channel from y(t) by estimating
H(t). However, as (2b) clearly shows, this cannot be done
without the information on the Tx and Rx response matrices
HT (t) and HR(t), and the antenna coupling matrices CT

and CR. The antenna coupling matrices are assumed to be
estimated through a separate measurement performed in an
anechoic chamber. Thus, HT (t) and HR(t) are estimated

based on the B2B measurements, and H(t) is estimated based
on the field measurements. In the rest of this section, we
describe the TDM-based sounding signal in detail, which can
be used both in the B2B and field measurements without
compromising the sounding duration [9], [10].

Suppose that a scalar-valued discrete-time (DT) periodic
signal b[n] = b[n+N ],∀n, such as an m-sequence with period
N is time-division multiplexed to construct the vector-valued
sounding signal

s(t) =

∞∑
n=−∞

b[n]wT [n]p(t− nTc), (3a)

where wT [n] is an NT -by-1 vector-valued windowing function
that effectively switches the transmitting port at every Lth
period of b[n], p(t) is a transmit pulse, and 1/Tc is the
chip rate. Usually, a square-root Nyquist pulse with excess
bandwidth 0 < α < 1 is employed as p(t) such that

B <
1 + α

2Tc
, (3b)

where B is the bandwidth in complex baseband of the channel
to be sounded. This choice is to ensure that every frequency
of the channel of interest is probed at sufficiently large signal
power.

Let

T0 , LNTc (3c)

be the period of the switching performed by the windowing
function. Then, wT [n] is given by

wT [n] ,
∞∑

m=−∞
e
(NT )
mod(m,NT )+1ΠLN [n−mLN ], (3d)

where e
(n)
m is the mth standard basis vector of Rn and

ΠLN [n] is the DT rectangular pulse with non-zero support
n ∈ {0, 1, · · · , LN − 1}. Whenever there is no confusion, the
superscript of e(n)m will be dropped for notational convenience.
As seen in Fig. 1-(b), an equal-length time slot of duration T0
seconds is provided to each transmit port under round-robin
scheduling during one sounding cycle of NTT0 seconds. Each
slot consists of L periods of the signal but, usually, the first and
last periods among the L periods are not used in the estimation
to remove the effects of the discontinuities of the windowing
function at the edges of the slot.

In the next section, we propose how to identify HT (t)
and HR(t) from the measurement data obtained via B2B
connections between the Tx and Rx.

III. B2B MEASUREMENTS AND SYSTEM IDENTIFICATION

In this section, under the assumption that the sounding
signal is TDM-based, we describe how to make B2B con-
nections to obtain measurement data and how to formulate an
LS system identification problem to estimate the Tx and Rx
response matrices.
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Fig. 2. Signal and system model when the 1st PA output and the NRth LNA
input are connected via a delay line.

A. B2B Measurements

A typical system identification problem involves designing a
system input called a test signal, applying the test signal as the
input to the system, and making a measurement at the system
output. Then, an estimation problem, which is basically an
optimization problem, is formulated and solved [38]. Unlike
the typical system identification problems, our identification
problem has two systems to be identified that reflect the
internal responses in the Tx and Rx of the MIMO channel
sounder. Moreover, the two systems are not directly connected
but indirectly connected through a channel. Of course, the
Tx and Rx response matrices can be separately identified
by performing two separate ordinary system identification
procedures. For example, the response between an input RF
port and an output RF port can be measured by using a vector
network analyzer (VNA). However, such a procedure requires
to perform N2

T + N2
R measurements to identify the response

matrices for the MIMO channel sounder. Moreover, such a
procedure requires to disassemble many parts of the sounder.

To perform the system identification for a MIMO channel
sounder, B2B measurements are often performed that require
only to remove the Tx and Rx antenna elements and to connect
an output RF port of the Tx with an input RF port of the Rx
using a channel having a known response [19], [20]. We do not
consider using a calibration kit such as that employed in [10] to
facilitate the B2B measurements, because crosstalk may occur
inside the calibration kit consisting of densely-packed RF
paths and switches. Usually, a single-input single-output delay
line consisting of a cable, an attenuator, and a cable with very
high RF shielding is used for a B2B connection as a known
channel, where all other input and output ports are properly
terminated. Such a channel is called a test channel and it
is obvious that more than one B2B connections should be
made to identify the Tx and Rx response matrices of a MIMO
channel sounder. Thus, to identify the response matrices, a set
of test channels should be designed as well as the test signal.

In this paper, we consider using the same test signal for all
B2B measurements. In particular, the TDM-based sounding
signal defined in (3) is used. This test signal may have a
much shorter period than the sounding signal used for the
field measurements because the delay spread of the delay line
is much smaller than that of a wireless channel in general.

Fig. 2 illustrates an exemplary test channel where the NRth
LNA input and the 1st PA output are connected via a delay
line. If the ith LNA input and the jth PA output are connected,

then CRH(t)CT in (2b) can be replaced by

G(i,j)(t) , g(t)e
(NR)
i (e

(NT )
j )T , (4)

where g(t) is the known impulse response of the delay line.
Accordingly, the complex envelope of the output of the Rx
ports during this (i, j)th B2B measurement is denoted by
y(i,j)(t).

The complex envelope y(i,j)(t) of the output of the Rx
RF port passes through the chip-matched filter with impulse
response p(−t)∗ and the filter output z(i,j)(t) , p(−t)∗ ∗
y(i,j)(t) is oversampled at every Ts , Tc/M second to
generate (z(i,j)[m])m, i.e.,

z(i,j)[m] , z(i,j)(mTs) = p(−t)∗ ∗ y(i,j)(t)
∣∣
t=mTc

M

(5)

for m = 0, 1, · · · , LMNNT − 1, where M ∈ N is chosen to
make the sampling rate 1/Ts , M/Tc high enough to cause
no aliasing within the channel frequency band of interest.

Unlike [17], we do not necessarily consider making all
NTNR B2B measurements, i.e., we do not use the test channel
for all pairs of i and j. Thus, we formulate a new LS system
identification problem now with a general set of test channels
in the next subsection.

B. System Identification Problem Formulation
Let S be the subset of (i, j) pairs with which the B2B

measurement z(i,j)[m] is available. Since all NTNR (i, j)
pairs may not be included in S, the cardinality |S| satisfies
|S| ≤ NTNR in general. Given S, called the set of test
channels or the set of B2B connections, an LS problem to
find the best estimates of the response matrices is formulated
as follows.

As already seen in Fig. 1-(b), there are NT slots in a
cycle. Now, each slot has the LMN samples of the chip-
matched filter output vectors z(i,j)[m] of length-NR. By
removing the first and last periods and averaging the chip-
matched filter outputs for the rest L − 2 periods to enhance
the signal-to-noise ratio (SNR), we can rearrange z(i,j)[m] for
m = 0, 1, · · · , LMNNT−1 slot-by-slot as an NR×NT×MN
tensor Z(i,j) or, equivalently, NR-by-NT matrices Z(i,j)[m]
for m = 0, 1, · · · ,MN − 1, whose (k, l)th element is given
by

(e
(NR)
k )T Z(i,j)[m]e

(NT )
l ,

1

L− 2

L−2∑
n=1

(e
(NR)
k )T z(i,j)[m

+nMN + (l − 1)LMN ]. (6a)

If more than a single cycle is observed, Z(i,j)[m] can be
obtained by averaging the samples over the cycles in order
to further enhance the SNR.

To represent Z(i,j)[m] with the Tx and Rx response
matrices, the sampled versions of the signal and system
responses are defined as x[m] , p(−t)∗ ∗ s(t)|t=mTs

,
HT [m] , HT (mTs), G(i,j)[m] , G(i,j)(mTs), and
HR[m] , HR(mTs). If N is large enough that N is greater
than or equal to the largest delay of the components in
z(i,j)[m], then Z(i,j)[m] can be approximately written by

Z(i,j)[m] = T 3
s

(
HR[m] ∗G(i,j)[m] ∗HT [m]

)
∗ x[m]

+N (i,j)[m], (6b)

owner
강조
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for m = 0, 1, · · · ,MN − 1, where ∗ denotes the convolution
sum and N (i,j)[m] is an NR-by-NT matrix-valued noise
component in Z(i,j)[m].

A rearrangement of the received signal similar to (6b) can
be applied to a semi-switched sounder and a fully-switched
sounder with a periodic test signal. For example, it is shown
in [17] that, although the timing structure of a test signal is
different from that in Fig. 1-(b), a fully-switched sounder has
almost the same relation as (6b) among the sampled versions
of the signals and system responses. Thus, the following LS
system identification problem that utilizes Z(i,j)[m] only for
some (i, j) pairs among NTNR pairs can also be formulated
for semi-switched and fully-switched sounders.

As a typical LS system identification problem employs a
model error function whose power is to be minimized, we
employ model error functions

E(i,j)[m] , Z(i,j)[m]

−T 3
s

(
U [m] ∗G(i,j)[m] ∗ V [m]

)
∗ x[m], (7a)

for m = 0, 1, · · · ,MN − 1 and (i, j) ∈ S, and formulate the
LS system identification problem in the time domain (TD) as

(ĤR[m], ĤT [m])m ,

argmin
(U [m],V [m])m

∑
(i,j)∈S

MN−1∑
m=0

∥∥E(i,j)[m]
∥∥2
F
, (7b)

where the sequence (ĤR[m], ĤT [m])m is the estimate of
(HR[m],HT [m])m.

Now, the error functions and the objective function in (7)
are rewritten in the frequency domain (FD).

Lemma 1: Let Ẽ(i,j)[k], Z̃(i,j)[k], and x̃[k] be the unitary
discrete Fourier transforms (DFTs) of E(i,j)[m], Z(i,j)[m],
and x[m] respectively. Also, let Ũ [k], g̃[k], and Ṽ [k] be the
discrete-time Fourier transforms (DTFTs) of U [m], g(mTs),
and V [m] evaluated at f = k/(MN), respectively. Then, we
have

Ẽ(i,j)[k] = Z̃(i,j)[k]

−T 3
s g̃[k]x̃[k]Ũ [k]e

(NR)
i (e

(NT )
j )T Ṽ [k] (8a)

and∑
(i,j)∈S

MN−1∑
m=0

∥∥E(i,j)[m]
∥∥2
F

=
∑

(i,j)∈S

MN−1∑
k=0

∥∥Ẽ(i,j)[k]
∥∥2
F
. (8b)

Proof: Omitted. See a similar proof in [17, Lemma 1]. 2

This lemma enables a reformulation in the FD of the LS
problem as

(ȞR[k], ȞT [k])k , argmin
(Ũ [k],Ṽ [k])k

∑
(i,j)∈S

MN−1∑
k=0

∥∥Ẽ(i,j)[k]
∥∥2
F
, (9)

where ȞR[k] and ȞT [k] are the estimates of H̃R[k] and
H̃T [k], respectively, which are the DTFTs of HR[m] and
HT [m] evaluated at f = k/(MN). As shown in [17], if S
includes all NTNR (i, j) pairs, the above FD problem can be
converted to rank-one approximation problems to be solved
at each frequency bin k. However, it is not the case in our

problem. Thus, in the following proposition, we introduce the
notions of weight matrix and blockwise weight matrix and
convert (9) into weighted rank-one approximation problems
[39].

Proposition 1: Let Z̃[k] be the N2
R-by-N2

T matrix obtained
by putting together the NR-by-NT matrices Z̃(i,j)[k] for i =
1, 2, · · · , NR and j = 1, 2, · · · , NT as

Z̃[k] ,


Z̃(1,1)[k] Z̃(1,2)[k] · · · Z̃(1,NT )[k]

Z̃(2,1)[k] Z̃(2,2)[k] · · · Z̃(2,NT )[k]
...

...
. . .

...
Z̃(NR,1)[k] Z̃(NR,2)[k] · · · Z̃(NR,NT )[k]

 ,
(10)

for k = 0, 1, · · · ,MN − 1. Here,

Z̃(i,j)[k] , ONR×NT
(11)

for (i, j) 6∈ S and k = 0, 1, · · · ,MN − 1.
Then, the joint optimization problem in (9) can be rewritten

as

(ȟR[k], ȟT [k])k , argmin
(ũ[k],ṽ[k])k

MN−1∑
k=0

∥∥W �
{
Z̃[k]

−T 3
s x̃[k]g̃[k]ũ[k]ṽ[k]T

}∥∥2
F
, (12a)

where the length-N2
R column vectors ȟR[k] and ũ[k], and the

length-N2
T column vectors ȟT [k] and ṽ[k] are defined by

ȟR[k] , V(ȞR[k]), ũ[k] , V(Ũ [k]) (12b)

and

ȟT [k] , V(ȞT [k]T ), ṽ[k] , V(Ṽ [k]T ), (12c)

for k = 0, 1, · · · ,MN − 1. Here, ȟR[k] and ȟT [k] are the
estimates of h̃R[k] , V(H̃R[k]) and h̃T [k] , V(H̃T [k]),
respectively. The N2

R-by-N2
T matrix W called a weight matrix

has entries in {0, 1} such that

W , B ⊗ 1NR×NT
, (13a)

where B is an NR-by-NT matrix called a blockwise weight
matrix defined as

[B]i,j ,

{
1 if (i, j) ∈ S
0 if (i, j) 6∈ S (13b)

for i = 1, 2, · · · , NR and j = 1, 2, · · · , NT .
Proof: If every pair (i, j) of the B2B measurement

Z(i,j)[m] is available for i = 1, 2, · · · , NR and j =
1, 2, · · · , NT , we can show by using [17, Proposition 1] that
the joint optimization problem can be rewritten as

(ȟR[k], ȟT [k])k , argmin
(ũ[k],ṽ[k])k

MN−1∑
k=0

∥∥Z̃[k]

−T 3
s x̃[k]g̃[k]ũ[k]ṽ[k]T

∥∥2
F
. (14)

If not, then we can straightforwardly modify (14) as (12a) by
adopting the weight matrix W defined by (13). Therefore, the
conclusion follows. 2

The objective function in (12a) can be minimized by
minimizing each frequency term. Hence, the problem (12a)

owner
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becomes MN separate minimization problems. However, we
just need to solve

(ȟR[k], ȟT [k]) , argmin
(ũ[k],ṽ[k])

∥∥W �
{
Z̃[k]

−T 3
s x̃[k]g̃[k]ũ[k]ṽ[k]T

}∥∥2
F

(15)

only for some k. This is because there are k’s that correspond
to the frequencies outside the frequency band of the channel
to be sounded. It is assumed that T 3

s x̃[k]g̃[k] 6= 0 for all k’s
corresponding to the frequencies inside the band of interest.

Note that the LS system identification problem in (15), after
its objective function being scaled by |T 3

s x̃[k]g̃[k]|2, becomes
nothing but a weighted rank-one approximation problem [39],
where the weight 0 is used to take missing data into account.

In the next section, we find the necessary and sufficient
condition for S to make the system identifiable and derive
the minimum number of test channels required for the system
identifiability. Then, we solve the weighted rank-one approx-
imation problems in (15).

IV. IDENTIFIABILITY, MINIMUM NUMBER OF B2B
CONNECTIONS, AND SOLUTION TO IDENTIFICATION

PROBLEM

In this section, we investigate the identifiability of the
channel sounder and derive the minimum number of B2B
connections to satisfy the identifiability. Then, we provide a
numerical solution along with an initialization scheme to the
system identification problem (15).

A. Identifiability of MIMO Channel Sounder

The choice of W = B⊗1NR×NT
, equivalently, the choice

of S is very important for the identification of the MIMO
channel sounder. This is because for some choices of S the
estimates of (h̃R[k], h̃T [k])k as the solutions to the separate
LS problems in (15) become meaningless. For example, if
[B]i,j = 0 for all (i, j) except [B]1,1 = 1, all the columns
of ȞR[k] except the first column and all the rows of ȞT [k]
except the first row can be arbitrarily chosen without changing
the objective function value of (15). In this case, an LS
estimate is meaningless even if the squared error is minimized
by the estimate.

To avoid such a meaningless estimate, the notion of system
identifiability has already been developed in the ordinary
system identification [38, Sec. 2.1]. This notion is motivated
by the model identifiability in statistics [40, Def. 1.5.2], and
can be modified as follows specifically for our MIMO channel
sounder with the test signal model, the test channels, and the
LS criterion described in the previous section.

Definition 1: Given the input-parameter-output relation
in (6b), a set S of test channels, the test signal s(t) in (3), and
the LS estimator that solves (15), the MIMO channel sounder
is called identifiable if
D1) the mapping between the parameters and the probability

distribution of the outputs is one-to-one, and
D2) the estimator is consistent in the sense that the estimate

converges to the true value of the parameters as the
number of observations tends to infinity,

where Conditions D1) and D2) are satisfied under scalar
ambiguity.

A major difference from the ordinary system identifiability
is that the identifiability of the MIMO channel sounder is
an ability not only of the input-parameter-output relation, the
test signal, and the optimality criterion, but also of the test
channels. Another major difference is that Conditions D1) and
D2) are relaxed to allow a scalar ambiguity. For Condition
D1), this means that two parameter pairs (H̃R[k], H̃T [k])
and (β[k]H̃R[k], (1/β[k])H̃T [k]) are regarded equivalent for
any non-zero scalar β[k]. This relaxation is justified be-
cause (β[k]H̃R[k], (1/β[k])H̃T [k]) generates the same prob-
ability distribution of the system output for all β[k] 6=
0 during the B2B measurements. For Condition D2), this
means that the estimate pair (ȞR[k], ȞT [k]) converges to
(β[k]H̃R[k], (1/β[k])H̃T [k]) for some non-zero scalar β[k].

Lemma 2: Condition D1) is satisfied if and only if,
for each k, there is a one-to-one correspondence between
(H̃R[k], H̃T [k]) and

M [k] , W � h̃R[k]h̃T [k]T , (16)

under scalar ambiguity.
Proof: Given a weight matrix W , the observation Z̃[k]

becomes a Gaussian random matrix with mean matrix W �
T 3
s x̃[k]g̃[k]h̃R[k]h̃T [k]T . Since the correlation among the

noise components of Z̃[k] are not affected by (H̃R[k], H̃T [k]),
a one-to-one correspondence between (H̃R[k], H̃T [k]) and the
distribution of Z̃[k] is equivalent to a one-to-one correspon-
dence between (H̃R[k], H̃T [k]) and the mean matrix under
scalar ambiguity. Therefore, the conclusion follows because it
is assumed that T 3

s x̃[k]g̃[k] 6= 0 for all k’s inside the frequency
band of interest. 2

In the rest of this subsection, we first investigate Condition
D1), i.e., we find a necessary and sufficient condition for S,
equivalently, for W to satisfy Condition D1). Then, we show
that the LS estimates satisfy Condition D2), when S satisfies
Condition D1). Thus, the necessary and sufficient condition
for S to satisfy Condition D1) is actually the necessary and
sufficient condition for S to make the system identifiable.

Definition 2: A pair (i, j) ∈ S of the Rx and Tx RF ports
is called connected to (i′, j′) ∈ S if there exists a length-
P sequence (ap, bp)p for p = 1, 2, · · · , P < ∞ such that
ap+1 = ap or bp+1 = bp for all p = 1, 2, · · · , P − 1, where
all the sequence elements are from S, (a1, b1) = (i, j) and
(aP , bP ) = (i′, j′).

In what follows, (i, j) ∼ (i′, j′) and (i, j) � (i′, j′) will
denote, respectively, that the pairs are connected and not
connected. From the definition, it can be easily seen that
(i, j) ∼ (i, j), and that (i, j) ∼ (i′, j′)⇐⇒ (i′, j′) ∼ (i, j).

Some consequences of the above definitions are as follows.
To proceed, define additionally S(i,j) and S(i,j) as the sets
of every (i′, j′) ∈ S connected to (i, j) and not connected
to (i, j), respectively. Also, define Sx and Sy as Sx , {x :
(x, y) ∈ S,∃y} and Sy , {y : (x, y) ∈ S,∃x}, respectively.
Similarly define S(i,j)x , S(i,j)y , S(i,j)x , and S(i,j)y . The ith column
of H̃R[k] and the jth row of H̃T [k] are denoted by h̃R,i[k]
and h̃T,j [k]T , respectively.
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Lemma 3: If Condition D1) is satisfied, then every (i, j) ∈ S
is connected to every (i′, j′) ∈ S.

Proof: If there exist (i, j) ∈ S and (i′, j′) ∈ S such that
(i, j) � (i′, j′), then S(i,j) 6= ∅ by Definition 2. Let β1[k]
and β2[k] be different non-zero complex numbers. Then, the
matrix M [k] in (16) does not change even if

• h̃R,a[k] for all a ∈ S(i,j)x are replaced by β1[k]h̃R,a[k]

and h̃T,b[k]T for all b ∈ S(i,j)y are replaced by
(1/β1[k])h̃T,b[k]T , and

• h̃R,a[k] for all a ∈ S(i,j)x are replaced by β2[k]h̃R,a[k]

and h̃T,b[k]T for all b ∈ S(i,j)y are replaced by
(1/β2[k])h̃T,b[k]T .

Note that the pairs of response matrices before and after
these replacements are not equivalent under scalar ambiguity.
Therefore, Condition D1) is not satisfied. 2

That is, if there are two pairs in S that are not connected to
each other then Condition D1) is not satisfied.

Lemma 4: If Condition D1) is satisfied, then Sx =
{1, 2, · · · , NR} and Sy = {1, 2, · · · , NT }.

Proof: If there exists i ∈ {1, 2, · · · , NR} such that i /∈ Sx,
then the matrix M [k] in (16) does not change even if h̃R,i[k]
is replaced by an arbitrary different vector of the same length
but all the other columns of H̃R[k] and all the rows of H̃T [k]
are not altered. Similarly, if there exists j ∈ {1, 2, · · · , NT }
such that j /∈ Sy , then M [k] in (16) does not change even
if h̃T,j [k]T is replaced by an arbitrary different vector of
the same length but all the other rows of H̃T [k] and all
the columns of H̃R[k] are not altered. Note that the pairs of
response matrices before and after these replacements are not
equivalent under scalar ambiguity. Therefore, Condition D1)
is not satisfied. 2

That is, if there is a Tx or an Rx port that is not used
by the test channels then Condition D1) is not satisfied. The
following theorem shows that the converse is also true.

Theorem 1: Condition D1) is satisfied if and only if

T1) (i, j) ∼ (i′, j′) for any (i, j) ∈ S and (i′, j′) ∈ S, and
T2) Sx = {1, 2, · · · , NR} and Sy = {1, 2, · · · , NT }.

Proof: The direct part is already proved in Lemmas 3
and 4. Hence, it suffices to show the converse. Suppose that
a set S that satisfies Conditions T1) and T2) is given. It
has to be shown that all the response matrices that gener-
ate the same non-zero matrix M [k] in (16) are the form
of
(
β[k]H̃R[k], (1/β[k])H̃T [k]

)
, where β[k] is a complex-

valued non-zero scalar. Given S, let
(
Ũ1[k], Ṽ1[k]

)
and(

Ũ2[k], Ṽ2[k]
)

be two pairs of response matrices that generate
the same M [k]. Then, by (16), the ith columns ũ1,i[k] and
ũ2,i[k] of Ũ1[k] and Ũ2[k] respectively, and the jth rows
ṽ1,j [k]T and ṽ2,j [k]T of Ṽ1[k] and Ṽ2[k], respectively, must
satisfy

ũ1,i[k]ṽ1,j [k]T = ũ2,i[k]ṽ2,j [k]T , (17)

for each (i, j) ∈ S. Thus, there exists non-zero β(i,j)[k] such
that

ũ1,i[k] = β(i,j)[k]ũ2,i[k] (18a)

and

ṽ1,j [k] = (1/β(i,j)[k])ṽ2,j [k]. (18b)

For connected pairs (i, j) ∈ S and (i′, j′) ∈ S, there
exists a sequence (ap, bp)p defined in Definition 2. Then,
β(ap,bp)[k] must be the same for every element (ap, bp) in
the sequence. This is because, otherwise, there exist distinct
elements (an, bn) and (an+1, bn+1) such that β(an,bn)[k] 6=
β(an+1,bn+1)[k], which implies
• if an = an+1, at least one of the two equali-

ties ũ1,an
[k] = β(an,bn)[k]ũ2,an

[k] and ũ1,an+1
[k] =

β(an+1,bn+1)[k]ũ2,an+1
[k] cannot be satisfied, and

• if bn = bn+1, at least one of the two equalities
ṽ1,bn [k] = (1/β(an,bn)[k])ṽ2,bn [k] and ṽ1,bn+1

[k] =
(1/β(an+1,bn+1)[k])ṽ2,bn+1

[k] cannot be satisfied.
This contradicts to (18). Since all the elements of S are
connected to each other by Condition T1), the scalars β(i,j)[k]
for all (i, j) ∈ S are the same. Note that every column of
Ũ1[k] and Ũ2[k], every row of Ṽ1[k] and Ṽ2[k] is determined
because every column index and every row index is included
in Sx and Sy , respectively, by Condition T2). Therefore, all the
response matrices that generate the given M [k] are equivalent
under the scalar ambiguity and thus Condition D1) is satisfied.

2

As the number L of observations in (6a) tends to infinity,
Z̃[k] converges to its mean value almost surely by the law
of large numbers. Hence, given h̃R[k] and h̃T [k], the LS
estimation problem becomes solving the bi-linear equation

W � h̃R[k]h̃T [k]T = W � ȟR[k]ȟT [k]T . (19)

It is already shown that, if Condition D1) is satisfied by W ,
the solution pair (ȞR[k], ȞT [k]) is equivalent to the pair
(H̃R[k], H̃T [k]) under scalar ambiguity. Thus, if Condition
D1) is satisfied, then Condition D2) is also satisfied.

B. Minimum Number of B2B Connections for Identifiability

Consider an exemplary set of test channels, which makes
the system identifiable.

Example 1: The set of test channels

Sp , {(1, 1), (2, 1), · · · , (NR, 1),

(1, 2), (1, 3), · · · , (1, NT )}, (20a)

corresponding to the NR-by-NT blockwise weight matrix

Bp ,


1 1 · · · 1
1 0 · · · 0
...

...
...

...
1 0 · · · 0
1 0 · · · 0

 (20b)

makes the system identifiable.
Notice that this example has |Sp| = NT + NR − 1. Since

|S| is the number of B2B connections, we are interested in
finding the sets that achieve the minimum value of |S| when S
makes the system identifiable. The next theorem provides the
achievable lower bound on |S|.
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Theorem 2: If the system is identifiable, then the minimum
cardinality of S is NT +NR − 1.

Proof: If the system is identifiable, then there exists a
length-Q sequence (cq, dq)q for q = 1, 2, · · · , Q < ∞ such
that
• {(cq, dq) : q = 1, 2, · · · , Q} = S,
• cq+1 = cq or dq+1 = dq for all q = 1, 2, · · · , Q− 1.

Such a sequence can be constructed as follows. Lemma 3 im-
plies that a sequence in Definition 2 exists for all (i, j) ∈ S and
(i′, j′) ∈ S pair. Thus, a sequence (cq, dq)q can be obtained by
concatenating |S| − 1 sequences that connect two consecutive
pairs starting from (i1, j1) and (i2, j2) to (i|S|−1, j|S|−1) and
(i|S|, j|S|), where (i1, j1) to (i|S|, j|S|) are distinct elements of
S. Since cq+1 = cq or dq+1 = dq for all q = 1, 2, · · · , Q− 1,
and {c1, c2, · · · , cQ} = Sx and {d1, d2, · · · , dQ} = Sy , the
cardinality of the set {(cq, dq) : q = 1, 2, · · · , Q} must
be greater than or equal to |Sx| + |Sy| − 1. Thus, |S| ≥
|Sx|+|Sy|−1. This gives the lower bound as |S| ≥ NT +NR−1
because |Sx|+ |Sy| is NT +NR by Lemma 4. Recall that Sp
defined in Example 1 is such a set. Therefore, the conclusion
follows. 2

After the set S of test channels is chosen to satisfy the
system identifiability, the order to perform the |S| test channel
measurements also needs to be determined. Define a unit
labor in the test channel measurement as a connection or
a disconnection of a terminal of a test channel with an RF
port. Then, among |S|! different orderings of the test channel
measurements, an ordering may have less number of labors
than another ordering. Obviously, the upper bound on the
number of labors is 4|S|, where and in what follows it is
assumed that initially no terminal is connected to an RF port
and that finally the terminals are disconnected with RF ports.
The next theorem provides the achievable lower bound on the
number of labors.

Theorem 3: If S makes the system identifiable, then the
minimum number of labors in the test channel measurements
is 2(NT +NR).

Proof: If S exists such that it makes the system iden-
tifiable, |S| = NT + NR − 1, and every consecutive pair
(i, j) and (i′, j′) in the ordering satisfies i = i′ or j =
j′, then the number of labors is minimized and given by
2(NT + NR). Recall that Sp defined in Example 1 is such
a set when the elements are ordered as (NR, 1), (NR −
1, 1), · · · , (1, 1), (1, 2), · · · , (1, NT ). Therefore, the conclu-
sion follows. 2

Our objective is to find an optimal set of test channels that
not only makes the system identifiable with |S| = NT +NR−1
but also achieves the minimum number of labors. However,
every set S that makes the system identifiable with |S| = NT +
NR−1 does not in general have an ordering that achieves the
above lower bound. This is because finding an ordering that
achieves the lower bound is equivalent to finding a Hamilton
path in a graph. Since every graph does not necessarily have
a Hamilton path [41], the lower bound may not be achieved.

Example 2: The set of test channels

Sq , {(1, 1), (1, 2), · · · , (1, NT ),

(2, NT ), · · · , (NR, NT )}, (21a)

corresponding to the NR-by-NT blockwise weight matrix

Bq ,


1 · · · 1 1
0 · · · 0 1
...

...
...

...
0 · · · 0 1
0 · · · 0 1

 (21b)

makes the system identifiable. Moreover, the ordering
(1, 1), (1, 2), · · · , (1, NT ), (2, NT ), · · · , (NR, NT ) minimizes
the number of labors.

The set Sq of test channels is optimal in that it achieves the
minimum number of labors. Similarly, it can be shown that the
set Sp in Example 1 is also optimal. Other variants such as
Sy and Sx can be similarly defined and shown to be optimal.
Thus, Sp and its variants are good choices of S.

In the following subsection, a numerical solution along
with an initialization scheme is provided to the LS estimation
problem in (15).

C. Solutions to System Identification Problem

In general, no analytical solution is known to weighted rank-
one approximation problems [39, Sec. 2.1]. For example, our
problem in (15) has no analytical solution when W = Wp

though it makes the system identifiable. Of course, analytical
solutions are known for some special weight matrices such as
rank-one matrices [39, Sec. 2.1]. Recall that the all-one weight
matrix W = 1N2

R×N2
T

= 1N2
R
1T
N2

T
is of rank one and leads

to constant multiples of the left and right singular vectors of
the measurement matrix as analytical solutions [17].

To find solutions to general weighted rank-one approxi-
mation problems, numerical methods such as the ACS algo-
rithm have been used [39], [42], [43]. The ACS algorithm
is applicable to a problem with a biconvex objective function
f : X×Y → R, where f(x, y) is convex in y for a fixed x ∈ X
and f(x, y) is convex in x for a fixed y ∈ Y . This numerical
method alternates the minimization of the objective function
with respect to a parameter set with the other parameter set
being fixed. Note that our weighted rank-one approximation
problem has its objective function biconvex in ũ[k] and ṽ[k].

Theorem 4: The ACS algorithm to numerically solve the
system identification problem in (15) is given as follows.

Algorithm: ACS algorithm to estimate the response matrices
of the MIMO channel sounder
Input: Z̃(i,j)[k], G̃(i,j)[k], where (i, j) ∈ S
Output: ȞR[k], ȞT [k]

1: Choose Ũ (0)[k] and set n = 0;
2: repeat
3: n← n+ 1;
4: compute Ṽ (n)[k] = ȞT (Ũ (n−1)[k]);
5: compute Ũ (n)[k] = ȞR(Ṽ (n)[k]);

6: until ‖Ũ
(n)[k]−Ũ(n−1)[k]‖2F+‖Ṽ (n)[k]−Ṽ (n−1)[k]‖2F

‖Ũ(n)[k]‖2F+‖Ṽ (n)[k]‖2F
< ε

7: return ȞR[k] = Ũ (n)[k], ȞT [k] = Ṽ (n)[k];

owner
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where S is chosen to make the system identifiable, and
G̃(i,j)[k] and the update functions are defined by

G̃(i,j)[k] , T 3
s x̃[k]g̃[k]eie

T
j , (22a)

ȞT (Ũ [k]) ,( ∑
(i,j)∈S

G̃(i,j)[k]
H
Ũ [k]

H
Ũ [k]G̃(i,j)[k]

)−1
( ∑

(i,j)∈S

G̃(i,j)[k]
H
Ũ [k]

H
Z̃(i,j)[k]

)
, and (22b)

ȞR(Ṽ [k]) ,( ∑
(i,j)∈S

Z̃(i,j)[k]Ṽ [k]
H
G̃(i,j)[k]

H
)

( ∑
(i,j)∈S

G̃(i,j)[k]Ṽ [k]Ṽ [k]
H
G̃(i,j)[k]

H
)−1

. (22c)

Proof: By finding the gradient of the objective function
with respect to Ũ [k] and setting it to zero to satisfy the
first-order necessary condition, we have the update function
for ȞT [k] as (22b). Note that the matrix inverse in (22b)
is well defined. This is because the argument of the inverse
operation is the summation of T 3

s x̃[k]g̃[k]‖Ũ [k]ei‖2ejeTj , and
the summation is performed for all j ∈ {1, 2, · · · , NT } = Sy
due to Theorem 1, which makes the argument matrix a
diagonal matrix with non-zero diagonal entries. Hence, the
nth iterate Ṽ (n)[k] is given by line 4. Similarly, we have the
update function for ȞR[k] as (22c), where the matrix inverse
is also well defined. Hence, the nth estimate Ũ (n)[k] is given
by line 5. Detailed derivations of the update functions can be
found in Appendix. If the normalized squared difference is
employed for the stopping criterion, then we have line 6 for
n ≥ 2. Therefore, the conclusion follows. 2

Here, we have chosen to update the estimate for H̃T [k]
first, so that an initialization only for H̃R[k] is needed as line
1. The other way is also possible by choosing Ṽ (0)[k] and
updating the estimate for H̃R[k] first.

Since the squared error in (15) with its biconvex structure
monotonically decreases during the iterative minimization,
the estimate converges to a stationary point of the objective
function [43, Sec. 4.2.1]. A proper initialization of the ACS
algorithm is very crucial because, otherwise, the estimate
may converge to a local minimizer that is much inferior to
the global minimizer. A simplest approach is to randomly
initialize. Another simplest approach is to have an identity
matrix as the initial estimate Ũ (0)[k], which ignores both
the frequency selectivity and the crosstalk inside the Rx. It
turns out that both the random initialization and the identity
matrix initialization, which can be employed for any set S that
makes the system identifiable, do not perform well as it will
be shown in numerical results. Interestingly, for the set Sp of
test channels and its variants Sq,Sy and Sx, there is a better
approach to initialization.

Proposition 2: Given Wp and Z̃[k], an initial estimate

ũ(0)[k] = Z̃[k]e1 (23)

converges to a scalar-multiple of the true value h̃R[k] as the
number of observations tends to infinity.

Proof: As the number L of observations in (6a) tends
to infinity, Z̃[k] converges to its mean almost surely by
the law of large numbers. Hence, Z̃[k]e1 converges to
T 3
s x̃[k]g̃[k](eT1 H̃T [k]e1)h̃R[k], which is a scalar-multiple of

h̃R[k]. Therefore, the conclusion follows. 2

This initial estimate that utilizes the first column of Z̃[k]
performs well as shown in numerical results. It turns out that
an estimate

ṽ(0)[k] = Z̃[k]T e1 (24)

that utilizes the first row of Z̃[k] performs well as an initial
estimate of h̃T [k], when we choose to update the estimate for
H̃R[k] first in the ACS algorithm. For the weight matrices
Wq,Wy, and Wx, initial estimates can be found in a similar
way.

Motivated by these initial estimates in (23) and (24), we
propose an analytical approximate solution to the identification
problem as

ȟR[k] = Z̃[k]e1, and (25a)

ȟT [k] =
1

T 3
s x̃[k]g̃[k](eT1 Z̃[k]e1)

Z̃[k]T e1. (25b)

The fraction pre-multiplied to (24) to obtain (25b) is to make
the product ȟR[k]ȟT [k]T converge to h̃R[k]h̃T [k]T as the
number of observations tends to infinity.

In the next section, we provide discussions and numerical
results.

V. DISCUSSIONS AND SIMULATION RESULTS

In this section, we first briefly discuss how to estimate the
channel by calibrating field measurement data. We also discuss
complexity issues. Then, we provide simulation results, which
verify the effectiveness of the proposed system model and
efficient system identification procedure exploiting less B2B
measurements.

A. Channel Estimation Based on Field Measurement Data

It is assumed that the TDM-based signal and system model
described in (2b) and Fig. 1 is also employed for field mea-
surements. Hence, the sampled output can be rearranged into
a sequence of NR-by-NT matrices similar to (Z(i,j)[m])m in
(6b). For convenience, we denote the rearranged output by
Z(0,0)[m]. Then, the input-output relation in the FD can be
written by

Z̃(0,0)[k] = T 3
s

(
H̃R[k]CRH̃[k]CT H̃T [k]

)
x̃[k]

+Ñ (0,0)[k], (26)

where H̃[k] is the DTFT of H[m] , H(mTs) evaluated
at f = k/(MN), and Ñ (0,0)[k] is the noise component in
Z̃(0,0)[k].

Given the estimate (ȞR[k], ȞT [k])k of the FD Rx-Tx
response matrices, let Ẽ(0,0)[k] be the model error function
defined by

Ẽ(0,0)[k] , Z̃(0,0)[k]− T 3
s x̃[k]ȞR[k]CRF̃ [k]CT ȞT [k]

(27a)
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Table I
COMPLEXITIES OF CONVENTIONAL AND PROPOSED METHODS

complexities \ methods conventional [17] conventional [19] proposed

experiment O(NTNR) O(NT +NR) O(NT +NR)

(ȞR[k], ȞT [k])k estimation O(N2
TN

2
RMN) O((NT +NR)MN) O((N2

TNR +NTN
2
R)MN)

(Ȟ[k])k estimation O((Np
T +Np

R)MN), with 2 < p ≤ 3

and formulate the LS channel estimation problem as

Ȟ[k] , argmin
F̃ [k]

∥∥Ẽ(0,0)[k]
∥∥2
F
, (27b)

where Ȟ[k] is the estimate of H̃[k]. Then, the estimate of the
FD channel matrix can be found as

Ȟ[k] ,
1

T 3
s x̃[k]

C−1R Ȟ−1R [k]Z̃(0,0)[k]Ȟ−1T [k]C−1T , (28)

where it is assumed that all the matrix inverses in (28)
exist. Note that the scalar ambiguity in the estimate
(ȞR[k], ȞT [k])k does not affect the channel estimate.

An FDM or CDM-based sounding signal can also be
transmitted for the field measurements. Then, an LS chan-
nel estimation problem can be formulated in the FD and
solved similarly to (27) and (28) by using the estimate of
(H̃R[k], H̃T [k])k.

B. Complexities

There are three complexities to be compared among the
method proposed in this paper and the conventional methods
in [17] and [19]. The first is the experiment complexity that
is the number of labors defined in Section IV-B. Both the
proposed method and the conventional method in [19] require
NT + NR − 1 test channels and O(NT + NR) labors, while
the conventional method in [17] needs NTNR test channels
and O(NTNR) labors.

The second is the identification complexity that is the num-
ber of complex multiplications in estimating the response ma-
trices from the B2B measurements. The conventional method
in [17] has the identification complexity of O(N2

TN
2
RMN),

which comes from the rank-one approximation [46, Section
2.1] to Z̃[k]. The other conventional method in [19] has the
identification complexity of O((NT +NR)MN), which comes
from NT +NR − 1 divisions to obtain the diagonal response
matrices. In the proposed method, the matrix multiplications
in the update functions (22b) and (22c) are dominant in the
identification complexity, which is O((N2

TNR+NTN
2
R)MN)

because the arguments of matrix inversion operations in update
functions are diagonal matrices.

The third complexity is the calibration complexity that is the
number of complex multiplications in estimating the channel
matrix from the field measurement data. As shown in (28), the
field measurement data Z̃(0,0) is pre- and post-multiplied by
the inverses of the response matrices. In the proposed method
and the conventional method in [17], this can be implemented
by solving two systems of linear equations, which requires
the computational complexity of O((Np

T +Np
R)MN), where

2 < p ≤ 3 depends on the algorithm used [47]. In the

conventional method in [19], this requires the computational
complexity only of O((NTNR)MN) because it is assumed
that the response matrices are diagonal. However, all three
methods commonly need the pre- and post-multiplications of
the inverses of the antenna coupling matrices, which leads
to the computational complexity of O((Np

T + Np
R)MN).

Hence, all three methods have the calibration complexity of
O((Np

T +Np
R)MN) in estimating the channel matrix. All the

complexities discussed above are summarized in Table I.

C. Simulation Results

Throughout this subsection, the Tx and Rx response ma-
trices are assumed to be in the form of HT (t) = HThT (t)
and HR(t) = HRhR(t). For hT (t) and hR(t), the estimates
of [HT (t)]1,1 and [HR(t)]2,2 are employed that are obtained
from the experiments conducted in [17]. For HT and HR,
a uniform crosstalk model parameterized by a single power
level is employed, where |[HT ]i,j | = |[HR]i,j | = 1 for i = j
but |[HT ]i,j | = |[HR]i,j | =

√
γ for i 6= j with independent

and identically generated random phase for every entry. This
model well separates the effects of the frequency selectivity
and the crosstalk, and is employed for simulation purpose.

It is often modeled that the power of linear crosstalk
decrease as the distance between RF paths increases [36],
[37]. In this sense, our model looks simplistic. However, as
already mentioned in Section III-B, our problem formulation
and solution can also be applied to a semi-switched and
fully-switched MIMO channel sounders with a periodic test
signal. Interestingly, some commercial RF switches such as
the 1-by-6 RF switch in [44] actually exhibit almost uniform
crosstalk power among RF paths. Experimental data in [17]
also confirms that a switched sounder may have nearly uniform
level of crosstalk.

For the antenna coupling matrices, it is modeled that CT

and CR are Toeplitz symmetrical matrices with [CT ]i,j =
[CR]i,j = δ|i−j| with δ = 0.01. The Vienna channel simulator
that implements the spatial channel model (SCM) described in
[45] is used to generate the channel impulse response H(t)
in the urban micro-cell scenario. For the B2B measurements,
W = Wp is assumed as the weight matrix. Both for the B2B
and field measurements, the TDM-based sounding signal in (3)
is assumed to be transmitted and the oversampling factor in
the Rx is M = 2, where (b[n])n is an m-sequence with period
N = 1023 and p(t) is the square-root raised cosine (SRRC)
pulse with roll-off factor α = 0.22 and chip rate 1/Tc = 100
MHz.

Fig. 3 shows how different initialization schemes affect the
rate of convergence of the ACS algorithm in estimating the
response matrices with NT = NR = 4. At each frequency
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Fig. 3. TSE as a function of the number of iterations of the ACS algorithm
applied to NT = NR = 4 with random and identity matrix initializations,
and proposed initialization in (23): (a) γ = −45 dB, (b) γ = −25 dB.

bin k, the ACS algorithm is used to minimize the objective
function in (15) with the random initialization, the identity
matrix initialization, and the proposed initialization in (23).
The total squared error (TSE) defined as the sum of the
objective function values evaluated at all k of interest is
shown as a function of the number of iterations, after being
averaged over 104 realizations of (HR,HT ). Here, we do not
terminate the algorithm to see the convergence characteristics.
The TSE of the proposed scheme at the 0th iteration is that
of the analytical approximate solution in (25), where the same
estimate for h̃R[k] is shared as the proposed initialization in
(23). The response matrices are assumed to have the crosstalk
level γ chosen to be −45 dB and −25 dB to simulate relatively
small and large crosstalk environments. The B2B measurement
SNR is 30 and 50 dB to simulate a high and moderate noise
environment in the B2B measurements, respectively. It can be
seen that the proposed initialization scheme in (23) has a much
faster convergence than the other initialization schemes that
perform almost the same. The markers at the 0th iteration show
that the performance of the analytical approximate solution in
(25) is even better than that of the other initialization schemes.

Fig. 4 investigates the performance of the analytical ap-
proximate solution in (25) and that of the ACS algorithm with
proposed initialization in (23) as a function of the number
of ports when NT = NR = 4, 8, 16, 32, and 64. The B2B
measurement SNR is 30, 50, and 70 dB to simulate a high,
moderate, and low noise environment, respectively. The TSE
of the analytical approximate solution, and the TSE after 1, 2,
and 500 iterations of the ACS algorithm are compared. It can
be seen that, only a couple of iterations are enough to obtain a
final estimate, e.g., line 6 of the ACS algorithm can be replaced
by ‘until n = 2.’

Fig. 5 shows the impact of the number of B2B connec-
tions on the calibration performance. To find the estimate of
(H̃R[k], H̃T [k]), the proposed method has Wp and two iter-
ations of the ACS algorithm with (23) as the initial estimate.
For convenience, starting with Bp having NT = NR = 64, we

4 8 16 32 64

NT = NR

10
-6

10
-4
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-2

10
0

10
2

10
4

T
S
E

analytical approximate solution

1 iteration

2 iterations

500 iterations

SNR = 50 dB

SNR = 30 dB

SNR = 70 dB

Fig. 4. TSE as a function of NT = NR obtained by using the analytical ap-
proximate solution in (25) and the ACS algorithm with proposed initialization
in (23). γ = −25 dB.
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Fig. 5. NMSE as a function of the number of all-one rows in blockwise
weight matrix B: (a) γ = −45 dB, (b) γ = −25 dB.

increase the number of all-one rows up to 64 by replacing the
first 2k rows to all-one rows, for k = 1, 2, · · · , 6. Since these
different weight matrices lead to different performance metrics
in the LS system identifications, we use the channel estimation
error in the field measurements as a common performance
metric instead of the TSE. Specifically, the normalized mean-
squared error (NMSE) in the FD defined by

NMSE ,

∑
k

∥∥Ȟ[k]− H̃[k]
∥∥2
F∑

k

∥∥H̃[k]
∥∥2
F

(29)

is shown as a function of the number of all-one rows, after
being averaged over 104 realizations of (HR,H(t),HT ). All
the channel estimations are performed as (28). It can be seen
that the NMSE as a decreasing function of the number of B2B
connections exhibits a noticeable variation when the B2B SNR
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Fig. 6. NMSE as a function of field measurement SNR. The proposed method
with W = Wp has the number of B2B connections NT +NR − 1 but the
conventional method in [17] with W = 1N2

R
×N2

T
has the number of B2B

connections NTNR : (a) NT = NR = 4, (b) NT = NR = 64

is relatively low, e.g. 50 dB. However, for both crosstalk level
γ = −45 and −25 dB and for both field measurement SNR 10
and 30 dB, there is no noticeable variation in the NMSE when
the B2B SNR is relative high, e.g. 70 dB, which is the case in
most of the practical situations. In other words, B = 1NR×NT

can be replaced by Bp.
Fig. 6 compares the performance of the proposed system

identification method and that of a conventional method in
[17]. The proposed method is the same as Fig. 5. On the
other hand, the conventional method has W = 1N2

R×N2
T

and performs the rank-one approximation to Z̃[k]. Since
two different weight matrices are used, we again show the
NMSE now as a function of the field measurement SNR, after
being averaged over 104 realizations of (HR,H(t),HT ). The
NMSE is compared for NT = NR = 4 and NT = NR = 64
both with γ = −25 dB. It can be seen in Fig. 6-(a) that,
with the small number of antennas NT = NR = 4, the NMSE
performance difference is negligible even at the moderate B2B
measurement SNR of 50 dB in the entire range of the field
measurement SNR. It can be seen in Fig. 6-(b) that, with the
large number of antennas NT = NR = 64, the moderate
B2B measurement SNR of 50 dB may not be enough due
to a large number of parameters to be estimated. However,
the difference is negligible at high B2B measurement SNR
of 70 dB in the entire range of the field measurement SNR.
Such a high measurement SNR can be easily achieved by
increasing the number L of observations in (6a). Note that
the number of test channels is reduced from NTNR = 4096
to NT +NR − 1 = 127 by using the proposed method.

Fig. 7 compares the performance of the proposed system
identification method and that of another conventional method
in [19]. The proposed method is the same as Figs. 5 and
6. Now, the conventional method performs the B2B mea-
surements with the same test channels as the proposed one.
However, it ignores the crosstalk inside the Tx and Rx, i.e., it
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Fig. 7. NMSE as a function of field measurement SNR. Both proposed method
and conventional method in [19] need NT + NR − 1 B2B connections but
the conventional method ignores the crosstalk. B2B measurement SNR = 70
dB and NT = NR = 4, 16, and 64: (a) γ = −45 dB, (b) γ = −25 dB.

in effect models the response matrices as diagonal matrices.
Hence, in [19, Sec. 4], an NR-by-NT field measurement
matrix is entry-by-entry divided by an estimated response
matrix to compensate only for the linear distortion during
the channel estimation. The conventional method suffers from
detrimental NMSE degradation due to the ignored crosstalk,
whereas our proposed method well estimates the channels over
the entire range of the field measurement SNR.

VI. CONCLUSIONS AND FUTURE WORK

To efficiently calibrate the MIMO channel sounder with
internal crosstalk, the LS system identification problem that
utilizes only some B2B connections among all pairs of Tx
and Rx ports is formulated. The notion of identifiability of
the channel sounder is introduced and some optimal sets of
B2B connections are found that minimize the number of B2B
connections during the B2B measurements. The LS problem is
converted to the weighted rank-one approximation problems in
the frequency domain and solved by using the ACS algorithm.
An initialization scheme is also proposed for the algorithm to
converge within a couple of iterations. A propagation channel
is then estimated from the field measurement data by using
the estimated response matrices of Tx and Rx. The simulation
results verify the effectiveness of the proposed calibration
method.

In this paper, it is assumed that the internal crosstalk occurs
only in the analog IF and RF sections, as it is the case with
digital-IF or digital-RF channel sounders. However, for digital-
baseband channel sounders, the crosstalk cannot be handled
by two response matrices in complex baseband. The use of
widely-linear system model [48] may be necessary to take into
account the crosstalk among in-phase and quadrature paths in
real baseband. A future work on such a sounder calibration
problem is warranted.
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APPENDIX

In this appendix, we derive the update functions in (22b) and
(22c) of the proposed algorithm. Let E[k] denote the objective
function in (15) to be solved for k. Then, it can be rewritten
as

E[k] =
∑

(i,j)∈S

∥∥Z̃(i,j)[k]− Ũ [k]G̃(i,j)[k]Ṽ [k]
∥∥2
F

(30a)

=
∑

(i,j)∈S

tr
{

(Z̃(i,j)[k]− Ũ [k]G̃(i,j)[k]Ṽ [k])H

(Z̃(i,j)[k]− Ũ [k]G̃(i,j)[k]Ṽ [k])
}
. (30b)

Since the derivative of (30b) with respect to Ṽ [k] is given by

∂E[k]

∂Ṽ [k]
= 2

( ∑
(i,j)∈S

G̃(i,j)[k]
H
Ũ [k]

H
Ũ [k]G̃(i,j)[k]

)
Ṽ [k]

−2

( ∑
(i,j)∈S

G̃(i,j)[k]
H
Ũ [k]

H
Z̃(i,j)[k]

)
, (31)

we can find Ṽ [k] = ȞT ( ˜U [k]) as (22b) by solving ∂E[k]/
∂Ṽ [k] = 0. The objective function E[k] can be alternatively
rewritten as

E[k] =
∑

(i,j)∈S

tr
{

(Z̃(i,j)[k]− Ũ [k]G̃(i,j)[k]Ṽ [k])

(Z̃(i,j)[k]− Ũ [k]G̃(i,j)[k]Ṽ [k])
H}

. (32)

Since the derivative of (32) with respect to Ũ [k]
H

is given by

∂E[k]

∂Ũ [k]
H = 2

( ∑
(i,j)∈S

G̃(i,j)[k]Ṽ [k]Ṽ [k]
H
G̃(i,j)[k]H

)
Ũ [k]

H

−2

( ∑
(i,j)∈S

G(i,j)[k]Ṽ [k]Z̃(i,j)[k]
H
)

(33)

we can find Ũ [k] = ȞR( ˜V [k]) as (22c) by solving ∂E[k]/
∂Ũ [k]H = 0.
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